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Some figures courtesy of Théo Bodrito and Olivier Flasseur. Collab. PEPR Origins.
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17 years of observations using VLT /NACO and VLT /SPHERE

Video Credit: Jason Wang and Malachi Noel



A coronograph blocks light emitted by the star.

From visible light to near-infrared: Contrast |mpr6u
Coronograph: from 10% to 10%
Adaptive optics: from 10* to 103

Image Credit: Nasa
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Multiple exposmons through angular dlfferfntlaW imaging (ADI)

Video Credit: Markus Feldt (Max Planck Institute for Astronc}my)

® ®




Finally: The Data
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Speckles are temporally quasi-static but spatially non-stationary.

7/18



Challenge for ML: Learning without ground truth data.
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Challenge for ML: Learning without ground truth data.

o Learning with semi-synthetic data

o Combining an observation-dependent statistical model
and deep learning.
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The PACO model [Flasseur et al., 2020]

Observation at time t:

k
L= No+> a (B * R ( piey )

speckle =1 contrast off-axis PSF ‘ rotattion position of source i
rom {o to at time tg

e We have a very good estimate of P.
o Rotation is known (due to Earth’s rotation).

e Speckle is temporally quasi-static with local spatial correlations:
Patch-based model of speckles as multivariate Gaussian.

e Estimation of a by MILE and detection by likelihood ratio test.
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Observation at time t:
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e We have a very good estimate of P.
o Rotation is known (due to Earth’s rotation).

e Speckle is temporally quasi-static with local spatial correlations:
Patch-based model of speckles as multivariate Gaussian.

e Estimation of a by MILE and detection by likelihood ratio test.

This is the optimization/model fitting part. Can supervised learning help?
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Deep PACO [Flasseur et al., 2024]

@ Temporal centering and spatial whitening using the PACO model.

step 1: pre-processing by statistical learning spatial patch centered and (whitened)
temporal mean centered observations covariances observations

(only for detection) ‘
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Deep PACO [Flasseur et al., 2024]

@ Temporal centering and spatial whitening using the PACO model.
@ Dataset construction: Synthetic source injection and derotation.

A
injection of synthetic
training sources

source masking
(characterization only)

local update of
pre-processing (see Fig. 4)

observations derotation

M pixels ~[s]

r
during training only

random temporal shuffle
(detection & characterization)
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Deep PACO [Flasseur et al., 2024]

@ Temporal centering and spatial whitening using the PACO model.
@ Dataset construction: Synthetic source injection and derotation.
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Results: contrast curves with synthetic sources
VLT /SPHERE-IRDIS data

star: HIP 88399

‘‘‘‘‘ empirical model (cADI)
empirical model (PCA)

A~
"

,_
(=1
&

50 contrast (exoplanet / star)
=
1

~

statistical model (PACO)

\ NN - statistical + deep learning

~.
ultimate detection limit

photon noise limit

0 1 2 3 4 5
angular separation (arcsec)

11/18



Results: observations of real known sources (HD 95086)
2015-05-05 2018-01-05

PACO

@ The star with the largest number
of known observed objects.

" @ Candidate sources are observed on
1 several independent observations.

@ Sources may be galaxies, stars,
that are very far in the
background, or exoplanets.

proposed

[Jtrue detections Amissed detections Ofalse detections
Il known real sources candidate real sources Illllunknown
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Limitations of deep PACO

Great proof of concept for deep learning but. ..

o two-step procedure with important issues close to the star.

e observation-dependent model: impractical for large-scale deployment.

e two independent models for detection and characterization.
e rigorous calibration but lack of statistical interpretability (black box).
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Model&Co [Bodrito et al., 2024]
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Key points
@ One-step procedure integrating the PACO preprocessing within the learning model.
e Single model for multiple observations: appropriate for large-scale deployment.
@ Smaller model than deep PACO (800K vs. 11M), higher accuracy close to the star.
@ Still a black box, fails to jointly detect and characterize.
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ExoMild [Bodrito et al., 2025] (will be on arXiv on Monday)
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ExoMild [Bodrito et al., 2025] (will be on arXiv on Monday)

Key points: the big come back of statistical modeling

@ A model that integrates pixel correlation across multiple scales and
spatial /spectral signal symmetries.

o Statistical model with a learnable component (keeps the assets of Model&Co).

@ Achieves joint detection and characterization.
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Results on HD 159911, synthetic sources

IMODEL&CO ADI  proposed ADI proposed ASDI

max Otrue positive /\false negative [Jfalse positive 16/18



Results on HR 8799, real sources
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To

recap: four years of work following a highly nonlinear path...

Acc. close | statistical | large-scale .
Acc. . . multispect. | astrometry
to the star | interpret. | (practical)
PACO v X v v v v
Deep PACO | vV X X X v X
Model&Co | vV V'V | V X v X X
ExoMild eaans v v v v
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What is next?

SAO 206462

PDS 70

PLF\ fEDS 70¢

*
L

\PDS 70b

0.30°

HR 4796A

SAO 206462

)

18/18



If your are into nordic skiing. ..
feel free to chat with me!
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