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1. Implementation details

In all experiments the encoder fθ is a ResNet50 [5] en-
coder, trained for 100 epochs (unless otherwise stated) with
mixed precision in PyTorch [19] using 4 GPUs where batch
norm layers are synchronized. We use an SGD optimizer
with 0.9 momentum, a batch size of 256 and a learning
rate linearly increased during the first 10% of the iterations
and then decayed with a cosine schedule. Unless otherwise
stated, we use the data augmentation pipeline from DINO [3]
with 1 global and 8 local crops (Mg = 1 and Ml = 8). For
Stable Diffusion we use 50 diffusion steps and a guidance
scale factor of 7.5 for all experiments. We generate RGB
images of size 512× 384.

2. Evaluation protocol

We evaluate our models in two ways. For the differ-
ent ImageNet test sets, i.e., datasets with images from the
training classes (ImageNet-Val/v2/R/A/Sketch), we use the
pretrained models as well as the classifiers we learn during
pretraining with synthetic images. For the classification tasks
on novel classes, i.e., on the 10 small transfer datasets con-
sidered in Tab. 2 of the main paper plus the ImageNet-CoG
benchmark in Sec. 3.2, we freeze the pretrained encoder
and train from scratch a new set of linear classifiers for each
transfer task. The list of all datasets we use is given in Tab. 1.

For transfer learning evaluations, we follow the linear
classification protocols from [11, 25]. More precisely, for
each of the transfer datasets, we first extract image repre-
sentations (features) from the pretrained encoders and then
train linear logistic regression classifiers using these features.
For the larger transfer datasets, i.e., iNaturalist 2018 [27]
and iNaturalist 2019 [27] datasets and the CoG levels, we
train linear classifiers in PyTorch [19] using SGD, follow-
ing [25]. For the remaining 8 smaller transfer datasets, we
follow [11] and train classifiers using L-BFGS implemented
in Scikit-learn [20]. In all cases, we resize the images with
bicubic interpolation so that their shortest side is 224 pix-
els, and then take a central crop of 224 × 224 pixels. We
tune hyper-parameters (learning rate and weight decay for
the SGD optimizer, and regularization coefficient for the
L-BFGS optimizer) using Optuna [1] over at least 25 trials.
Code for evaluations can be found here1.

3. Extended experimental results

3.1. Impact of data augmentation

We conducted some basic experiments to evaluate the im-
pact of different data augmentation strategies when learning
from synthetic datasets. In Tab. 2, we report the performance
of models trained on the simplest variant of ImageNet-100-

1https://github.com/naver/trex/tree/master/transfer
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Dataset # Classes
# Train
samples

# Val
samples

# Test
samples

Val
provided

Test
provided

ImageNet test sets (training classes)
ImageNet-Val [24] (IN-Val) 1000 – – 50000 – ✓
ImageNet-v2 [22] (IN-v2) 1000 – – 3× 10000 – ✓
ImageNet-Sketch [29] (IN-Sketch) 1000 – – 50889 – ✓
ImageNet-R [7] (IN-R) 200 – – 30000 – ✓
ImageNet-A [8] (IN-A) 200 – – 7500 – ✓

Transfer tasks (novel classes)
Aircraft [14] 100 3334 3333 3333 ✓ ✓
Cars196 [12] 196 5700 2444 8041 – ✓
DTD [4] 47 1880 1880 1880 ✓ ✓
EuroSAT [6] 10 13500 5400 8100 – –
Flowers [17] 102 1020 1020 6149 ✓ ✓
Pets [18] 37 2570 1110 3669 – ✓
Food101 [2] 101 68175 7575 25250 – ✓
Pets [18] 397 15880 3970 19850 – ✓
iNaturalist 2018 [27] 8142 437513 – 24426 – ✓
iNaturalist 2019 [27] 1010 265213 – 3030 – ✓
CoG L1 [25] 1000 895359 223445 50000 – ✓
CoG L2 [25] 1000 892974 222814 50000 – ✓
CoG L3 [25] 1000 876495 218708 50000 – ✓
CoG L4 [25] 1000 886013 221115 50000 – ✓
CoG L5 [25] 1000 873630 218024 50000 – ✓

Table 1. Datasets we use for evaluating our models.

SD, i.e., using the class name as the prompt, utilizing either
PyTorch [15, 19] or DINO [3] augmentations. Although
the gains for the real images are relatively small (less than
one percent), the gains for ImageNet-100-SD are over 14%.
We believe this shows two things: i) Synthetic images can
benefit from the same augmentations as real images, and ii)
these transformations are good for domain generalization.
Indeed, strong transformations have been shown to improve
domain generalization [28], and consequently can reduce the
sim-to-real gap.

Training Dataset PyTorch [19] DINO (+ Multi-crop)

ImageNet-100 (real) 86.6 87.4 (↑ 0.80)
ImageNet-100-SD (synthetic) 28.4 43.1 (↑ 14.6)

Table 2. Impact of data-augmentation for models trained on real
and synthetic datasets. Performance is measured on the validation
set of ImageNet-100, i.e. on real images.

3.2. Results on the ImageNet-CoG [25] benchmark

We also evaluated our best ImageNet-SD model on the
ImageNet-CoG benchmark introduced in [25] to measure
concept generalization. This benchmark consists of evalua-
tions on the set of training classes of ImageNet-1K (IN1K)
and five “concept generalization levels”, i.e., five IN1K-size
datasets of 1000 concepts each. These 5 concept general-
ization levels contain concepts from the full ImageNet-19K

Training Dataset Prompt (pc) / Model IN1K L1 L2 L3 L4 L5

ImageNet-1K
PyTorch [15] 75.8 67.8 63.1 58.9 58.2 52.0
RSB-A1 [31] 79.8 69.9 65.0 60.9 59.3 52.8
DINO [3] 74.8 71.1 67.2 63.2 62.6 57.6

ImageNet-1K-SD pc = “c, dc” 70.4 65.7 61.8 58.5 58.0 52.4

Table 3. Top-1 accuracy on the ImageNet-CoG benchmark [25]
We report performance for the best ImageNet-1K-SD model
from Tab 2. of the main paper (with guidance scale equal to 2).

dataset which do not appear in IN1K. Moreover, they are
ordered, i.e., each containing concepts that are semantically
further and further from the IN1K ones.

We follow the evaluation protocol presented in Sec. 2
and report Top-1 accuracy obtained on the test sets of these
datasets in Tab. 3. We compare the performance of the best
ImageNet-1K-SD model (from Tab. 2 of the main paper) to
strong baselines trained on ImageNet-1K like the supervised
RSB-A1 [31] and self-supervised DINO [3] models. We
observe that on L5, which is the most challenging level,
the performance of the representations learned on synthetic
images is comparable to that of learned on real images. As
we move towards L1, we see that the gap between these two
models increases in favor of RSB-A1. Finally, after training
classifiers (only) using the real images of IN1K, our model
reaches 70.4% accuracy, significantly closing the gap to even
the most optimized models trained on real data like RSB-A1.
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3.3. Analysis of the learned features

In this section, we analyze and contrast the representa-
tions obtained with models we trained using synthetic im-
ages to representations from models trained on real images.
For this analysis, we used ImageNet-SD models for images
that were generated using the default prompt guidance scale
of Stable Diffusion, i.e., 7.5. We perform our analysis for
ImageNet-100 and using four metrics: i) Sparsity, ii) intra-
class distance, iii) feature redundancy and iv) coding length.
Note that we use the terms “representations” and “features”
interchangeably.

We compare four different models trained on either real
or synthetic data for the 100 classes of ImageNet-100: One
model trained on real images, ImageNet-100-Real, two mod-
els trained on synthetic image sets of the same size obtained
by using two different prompts: pc = “c” and pc = “c, hc in-
side b”, and the ImageNet-100-SD-10x model, trained using
ten times more images.

We perform these analyses on all the datasets listed
in Tab. 1, except for the 5 ImageNet-CoG levels. For the sake
of this study, we split them into three groups: i) ImageNet-
100-Val/v2, ii) ImageNet-100-Sketch/A/R and iii) the 10
transfer datasets (long-tail and small-scale). For each pre-
trained model and dataset, we extract features for either only
the images in the test set (for the ImageNet test sets), or for
all images (for the small transfer datasets). We then com-
pute each of the four metrics separately on each dataset, and
average them over all datasets in the same group. Before
computing metrics, we ℓ2-normalize features.

Result analysis for each of the four metrics follows.
Sparsity. Inspired by [10], we compute feature sparsity
ratio, i.e., the percentage of feature dimensions close to
zero with a threshold of 10−5. We report sparsity ratios
in Fig. 1a. We see that the sparsity ratio for the models
trained on synthetic images increases as the “diversity” of
a synthetic dataset increases, i.e., we see gradual increase
in sparsity scores from pc = “c” and pc = “c, hc inside b”
to ImageNet-100-SD-10x. This observation aligns with
their performance as well, i.e., in the main paper we show
that ImageNet-100-SD-10x performs best in general while
pc = “c” performs worst. More interestingly, we see that
ImageNet-100-Real, the model trained on real images,
learns the most sparse representations.
Intra-class distance. In the main paper, we present simple
ways to increase the diversity of synthetic images. Now we
check if these efforts increase the variance of samples in the
representation space. To do that, we compute the average
ℓ2-distance between samples from the same class (i.e.,
intra-class distance). We see in Fig. 1b that models trained
with more diverse images indeed learn representations with
higher intra-class variance.
Feature redundancy. Following [30], we compute feature
redundancy, i.e., average pairwise Pearson correlation

among dimensions. From Fig. 1c we see that the redundancy
of features learned on real images increase more rapidly
than the ones learned on synthetic images, as we move from
ImageNet-100-Val/v2 towards out-of-domain or transfer
datasets.
Coding length. To further investigate our observation on
feature redundancy, we follow [33] and compute the average
coding length per sample on each dataset (see Fig. 1d).
We see that models trained on ImageNet-100-Real and
ImageNet-100-SD-10x are comparable.

3.4. Impact of guidance scale and diffusion steps

In Fig. 2 we analyse the impact of the guidance scale and
diffusion step hyper-parameters of Stable Diffusion [23]. As
we discuss in the main paper, a lower guidance scale leads
to more visual diversity and that is reflected of performance.
Values of 1 to 3 all seem like a good choice. When it comes
to the number of diffusion steps, values like 25 and (the
default) 50 seem like a safe choice, with 25 being slightly
worse, but requiring half the time to extract. Interestingly,
using more steps seems to slightly hurt performance on
the training classes. It is worth noting that transfer learning
performance is surprisingly and consistently high for even 5
diffusion steps. This corroborates recent finding that training
on complex but possibly semantically meaningless images
like fractals [9] or sinusoidal waves [26] can provide a strong
starting point for visual representations that generalize well.

3.5. Prefixing the prompt with domain identifiers

Handcrafted, dataset-level prompt engineering was used
for the zero-shot experiments in the CLIP [21] paper. For
example they use the prompt template “A photo of a c” as
default for classification tasks. For other fine-grained image
classification datasets they go one step further and append
“a type of {domain}” where {domain}={pet,food,aircraft}
for datasets containing pet, food or aircraft classes.

In the main paper, instead presented automatic ways of
clarifying the domain, i.e., using extra information from
WordNet for each class. In Tab. 4 we present some prelim-
inary results when using generic prompt templates like “a
photo of c” and “an image of c” as input to the Stable Diffu-
sion v1.4 model. We found them to decrease performance
for ImageNet-100.

pc “c” “a photo of c” “an image of c”

Top-1 Acc. 64.8 59.5 58.3

Table 4. Top-1 Accuracy on ImageNet-100 when prepending the
prompt with domain identifiers. Guidance scale is equal to 2.0.
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Figure 1. Feature analyses for models. We perform these analyses on top of features extracted from pretrained encoders f trained on
either real or synthetic data for ImageNet-100 (training data is specified in the legends of the subfigures). For the purpose of this study,
we use synthetic data generated with guidance scale equal to 7.5. Sparsity is measured by the percentage of dimensions close to zero [10].
Intra-class ℓ2-distance is the average pairwise ℓ2-distance between samples from the same class. These two metrics are computed on
ℓ2-normalized features. Feature redundancy [30] is obtained by R = 1

d2

∑
i

∑
j |ρ(X:,i,X:,j)|, where X ∈ N × d is a feature matrix

containing N samples, each encoded into a d-dimensional representation (2048 in our case) and ρ(X:,i,X:,j) is the Pearson correlation
between a pair of feature dimensions i and j. Coding length [33] is measured by R(X, ϵ) = 1

2
log det(Id + d

Nϵ2
X⊤X), where Id is a

d-by-d identity matrix, ϵ2 is the precision parameter set to 0.5.

3.6. Additional scaling plots for synthetic data

In Fig. 3 we report accuracy when training on ImageNet-
100 using (1/10)-th to 50× images, relative to the real
dataset size. Fig. 3a suggests that generating more images
with basic prompts might not be enough, and that a perfor-
mance leap will require advanced prompt engineering. We
consider a study on scaling synthetic datasets is important,
but beyond the scope of this paper. Note that Fig. 3b is also
shown in the main paper and repeated here for completeness.

3.7. Additional spider plots

In Fig. 4 we show spider plots for the models trained on
either real or synthetic data for ImageNet-100 and ImageNet-
1K. In both cases, we show two plots which respectively
report top-1 and top-5 accuracy for the ImageNet datasets,
i.e., ImageNet-Val/v2/R/A/Sketch. For transfer datasets and
similar to the teaser figure in the main paper, we report top-
1 accuracy averaged over the transfer datasets in each of
the following three groups: (a) eight common small-scale
datasets (Aircraft [14], Cars196 [12], DTD [4], EuroSAT [6],
Flowers [17], Pets [18], Food101 [2], SUN397 [32]), (b) two
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Figure 2. Impact of the guidance scale parameter and number of diffusion steps. Top-1 Accuracy on ImageNet-100 and averaged over
10 transfer datasets for pc = “c, dc”. In the left plot, steps are set to 50, in the right plot guidance scale is 7.5.
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(b) Top-1 accuracy on the 10 transfer datasets from ?? of the main paper.

Figure 3. Scaling the number of training images. Accuracy when training on ImageNet-100 using (1/10)-th to 50× images (relative to
the real dataset size). Fig. 3b is also shown in the main paper.

long-tail datasets (iNat2018 [27] and iNat2019 [27]), and (c)
the five datasets (“levels”) of the CoG benchmark [25].

4. Extended qualitative results
In this section, we provide additional qualitative results.

First we show random images for all ImageNet-100 classes
from three datasets: ImageNet-100-Val (real images) and
two ImageNet-100-SD datasets generated by the prompts
pc = “c” and pc = “c, hc inside b”. Then we discuss in
more detail several types of issues that we observed in these
synthetic images. Unless otherwise stated, the guidance
scale used is 7.5.
Qualitative results for all ImageNet-100 classes. In Fig. 9,
we show a few random images from each of the 100 classes
in ImageNet-100, for three datasets: i) The real images from
ImageNet-100, ii) synthetic images generated by a simple
prompt, which is only composed of the name of the class,
and iii) synthetic images generated with guidance scale equal
to 2.0 and a prompt that enforces thoses classes to appear in
diverse backgrounds to improve the diversity of generated
images. From this exhaustive list, even with a few images
per class, one can observe a number of issues around the

semantics, diversity and domain of those images.
Showcasing domain and diversity issues. We also show
extended results for three classes in order to illustrate is-
sues related to the domain and diversity. Fig. 8 compares
generated images between two fine-grained classes of crabs,
while Fig. 7 shows many images from multiple different
generated datasets for a single dog class. We discuss both
figures in the next subsections.

4.1. Semantic errors

From closely inspecting the generated images we can see
that there exists two classes for which the prompt pc = “c”
produces images of the wrong semantics: For the classes
“papillon” and “wing”, we see the generated images in the
middle column of Fig. 9 to be wrong due to polysemy as-
sociated with the class names. What is more, although not
fully visible from the small set of images we show here, we
saw that semantics are partially wrong for at least the classes
“green mamba”, “walking stick” and “iron”. For “green
mamba”, although the synset refers to the snake species,
there is a car model of the same name appearing in some
of the generated images instead. For “walking stick”, the
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Figure 4. Performance card of models trained on either real or synthetic data for 100 classes of ImageNet-100 (Figs. 4a and 4b) and for
all the 1000 classes of ImageNet-1K (Figs. 4c and 4d). In all figures, the blue polygon shows the performance of a model trained on the
real images from ImageNet, and the red polygon depicts the performance of a model trained only on synthetic data, generated with Stable
Diffusion [23] using pc = “c, hc inside b” as the prompt. In Figs. 4a and 4c and in Figs. 4b and 4d we report top-1 and top-5 accuracy over
the ImageNet datasets (i.e., ImageNet-Val/v2/R/A/Sketch), whereas, in all figures we report top-1 accuracy averaged over 8 transfer datasets.
Note that Fig. 4d corresponds to Fig 1 of the main paper.

synset refers to the insect, while a subset of the generated
images also contained walking sticks that are not insects.

As we discuss in the paper, appending the hypernym or
definition of each synset seems to fix polysemy issues in
many cases, including the ones mentioned above. How-
ever, we can see at least two cases where adding the hy-
pernym in the prompt leads to worse results. According
to WordNet [16], the hypernym for “shih-tzu” is “toy dog”
something that results in dog-shaped toys in many of the
generated images (see also Fig. 7). Another example is the
class “boathouse”, where appending the parent class “shed”
leads to sheds that are not inside a body of water.

4.2. NSFW content

Another issue that was not very prominent, but still visi-
ble, even in the case of generic animal and object categories
present in ImageNet-100, was the fact that some of the gen-
erated images contained NSFW (Not Suitable For Work)
content in the form of nudity. The open-source code for Sta-
ble Diffusion comes with a highly selective safety module,
that discards generated images that might contain NSFW
content.2 We disabled this module when generating images
for the ImageNet synsets as we wanted to study the model

2https : / / huggingface . co / CompVis / stable -
diffusion-v1-4?text=Safety
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as-is first, and to understand the problem.
We thoroughly inspected all classes of ImageNet-100 and

observed minor NSFW issues with two of the classes: 1)
The basic prompt for the class “sarong” led to a few images
that had partial nudity. This effect was exaggerated when
adding the description of the concept that reads “a loose skirt
consisting of brightly colored fabric wrapped around the
body; worn by both women and men in the South Pacific”.
It seems that words like “body” biases the image generation
process towards more NSFW content. 2) Prompts for the
class “ski mask” in combination with certain backgrounds
from the Places dataset [34] also resulted in nudity. Overall,
we want to emphasize that the Stable Diffusion models we
tested were all highly susceptible to generate such content.

4.3. Misrepresentation of biodiversity

The degree of misrepresentation of biodiversity in the
images generated from Stable Diffusion is very high. We
partially showcase the issue in Fig. 8 where we show many
generated images for two fine-grained classes, i.e., “rock
crab” and “fiddler crab”.

“Rock crab” is defined in WordNet as “crab of eastern
coast of North America”, while the “fiddler crab” as a “bur-
rowing crab of American coastal regions having one claw
much enlarged in the male”. The fact that the male fiddler
crab has one claw much larger is a prominent theme when it
comes to the real ImageNet-100 images shown on the right
side of Fig. 8a.

It does not take an expert ecologist to see that, although
most of the generated images capture the coarser class “crab”,
the visual differences between the two sets of images, e.g.,
in Fig. 8b, are not focusing on the single enlarged claw for
the fiddler crab case. What is more, the exhibited intra-class
visual diversity, i.e., crabs of different shapes and colors,
seems to exceed a single species of crab.

This is just a single example, but from our inspection of
many other fine-grained animal and fungi classes, we could
see that this is not an isolated issue. On the contrary, it
seems prominent across many fine-grained domains. One
exception for the subset of ImageNet classes we delved
into is dog breeds, possibly due to the sheer volume of dog
images on the internet. It is however fair to say that the
generated images highly misrepresent biodiversity.

It is worth noting that, as Luccioni and Rolnick discuss
in their recent paper [13], the ImageNet dataset itself con-
tains a number of issues when it comes to the annotations of
fine-grained classes of wild animals. They found that “many
of the classes are ill-defined or overlapping, and that 12% of
the images are incorrectly labeled, with some classes having
> 90% of images incorrect”. Although we did not conduct
a similar experiment using experts, we expect similar statis-
tics to be much higher for the images generated by Stable
Diffusion.

4.4. Semantic issues arising with backgrounds

A common issue we observe when adding diverse back-
grounds to class images is that a subset of the generated
images do not really contain the object, and merely reflect
the background scene. See for example the images in the
first and last row, on the last column of Fig. 8c, and a few
more spread in that figure, or the background samples for
class “reel” in Fig. 9. This is to be expected given how a
prompt like this is relying on the compositionality of the
Stable Diffusion model.

What is really interesting is that in some cases the re-
sulting images, although not containing an instance from
the class, retains some of the object’s shape or texture in
the background. See for example a pedestal-looking table
in Fig. 8c for class “pedestal”, a pirate themed bedroom for
class “pirate”, green shirts for “green mamba”, or the red-ish
produce stand for “red fox”.

4.5. Issues with diversity

We observe issues with diversity for most of the classes
when only the class name is used as the prompt, e.g., in
the middle set of results in Fig. 9. This is also visible for
the crab classes in Fig. 8b, or the Shih-tzu class in Fig. 6b,
Fig. 7a and Fig. 7b. We see that such issues are partially
solved when lowering the guidance scale and relying less
to the prompt, or using backgrounds (e.g., the right-most
set of images in Fig. 9). We expect more advanced prompt
engineering to further increase diversity.

As expected, increasing diversity correlates with more
semantic errors. We see that such issues appear far more fre-
quently in the most diverse synthetic dataset, i.e., as shown
in the right-most set of images of Fig. 9.

4.6. Non-natural images

Even from the very small random sample of generated
images shown in the figures of this paper, we see that there
is a non-negligible percentage of the generated images that
are non-natural. They can be illustrations, graphics images
or even paintings. This is not necessarily undesirable and it
can lead to models with higher robustness to related domain
changes.

4.7. Varying the stable diffusion parameters

We identify two important parameters for Stable Dif-
fusion, which affect the visual quality of generated im-
ages: The guidance scale and the number of diffusion steps.
In Fig. 5 we show several examples where we vary one of
these two parameters. More specifically, we generate im-
ages for the ImageNet synset n01558993 with class name
“robin, American robin, Turdus migratorius”, for the simplest
case where the prompt is just the class name. We fix the seed
to 1947262 and vary either the guidance scale or the number
of diffusion steps.
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Guidance Scale. From Fig. 5a, we see that increasing
the guidance scale coefficient over 10 starts giving hyper-
realistic results. When the scale is under 2, we see that many
details of the class are not really prominent.
Diffusion Steps. From Fig. 5b, we see that, although with
5 steps the generated images still contain a lot of noise,
running 25-50 steps is enough for fully-formed, sharp images
to emerge. Since this is a parameter that linearly impacts
generation time, increasing the number of steps further than
50 seems excessive.
Output Resolution. The resolution that was used during
training of the Stable Diffusion models was (512 × 512).3

We notice that if one deviates from this training resolution,
generated results get worse. We chose to simply switch the
aspect ratio to the one for the average ImageNet image and
keep the long dimension to 512.
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(a) Real images from ImageNet-1K for class “Shih-Tzu”

(b) Synthetic images with prompt pc = “c” for class “Shih-Tzu”

(c) Synthetic images with prompt pc = “c, hc” for class “Shih-Tzu”

Figure 6. Qualitative results for class “Shih-Tzu” to illustrate domain and diversity issues. Guidance scale is equal to 7.5.
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(a) (cont.) Synthetic images with prompt pc = “c, dc” for class “Shih-Tzu”

(b) Synthetic images with prompt pc = “c, hc inside b”

Figure 7. (cont.) Qualitative results for class “Shih-Tzu” to illustrate domain and diversity issues.
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(a) Real images from ImageNet-1K for classes “Rock crab” (left) and “Fiddler crab” (right)

(b) Synthetic images with prompt pc = “c” for classes “Rock crab” (left) and “Fiddler crab” (right)

(c) Synthetic images with prompt pc = “c, hc inside b” for classes “Rock crab” (left) and “Fiddler crab” (right)

Figure 8. Qualitative results for classes “Rock crab” (left) and “Fiddler crab” (right), to illustrate issues around fine-grained and domain
specific semantics. Guidance scale is equal to 7.5.
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Synset real images pc = “c” pc = “c, hc inside b”
guidance scale 7.5 guidance scale 2
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Figure 9. Visualization of the 100 ImageNet-100 classes for the three different datasets: ImageNet-100-Val (real) and two ImageNet-100-
SD datasets created with prompts pc = “c” and pc = “c, hc inside b”.
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Synset real images pc = “c” pc = “c, hc inside b”
guidance scale 7.5 guidance scale 2
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Figure 10. (cont.) Visualization of the 100 ImageNet-100 classes for the three different datasets: ImageNet-100-Val (real) and two
ImageNet-100-SD datasets created with prompts pc = “c” and pc = “c, hc inside b”.
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Synset real images pc = “c” pc = “c, hc inside b”
guidance scale 7.5 guidance scale 2
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Figure 11. (cont.) Visualization of the images for the 100 ImageNet-100 classes in the three different datasets: ImageNet-100-Val (real)
and two ImageNet-100-SD datasets created with prompts pc = “c” and pc = “c, hc inside b”.
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Synset real images pc = “c” pc = “c, hc inside b”
guidance scale 7.5 guidance scale 2
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Figure 12. (cont.) Visualization of the 100 ImageNet-100 classes for the three different datasets: ImageNet-100-Val (real) and two
ImageNet-100-SD datasets created with prompts pc = “c” and pc = “c, hc inside b”.
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Synset real images pc = “c” pc = “c, hc inside b”
guidance scale 7.5 guidance scale 2
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Figure 13. (cont.) Visualization of the 100 ImageNet-100 classes for the three different datasets: ImageNet-100-Val (real) and two
ImageNet-100-SD datasets created with prompts pc = “c” and pc = “c, hc inside b”.
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