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Abstract

The problem of recognizing text in images taken in the wild bained significant
attention from the computer vision community in recent gedontrary to recognition
of printed documents, recognizing scene text is a chalfgngroblem. We focus on the
problem of recognizing text extracted from natural scereges and the web. Significant
attempts have been made to address this problem in the neasit However, many
of these works benefit from the availability of strong comtexhich naturally limits
their applicability. In this work we present a framework tthiades a higher order prior
computed from an English dictionary to recognize a word,clvhinay or may not be
a part of the dictionary. We show experimental results oniplybavailable datasets.
Furthermore, we introduce a large challenging word dataghtfive thousand words to
evaluate various steps of our method exhaustively.

The main contributions of this work are: (1) We present a frark, which incor-
porates higher order statistical language models to rézegwords in an unconstrained
manner {.e. we overcome the need for restricted word lists, and instsadan English
dictionary to compute the priors). (2) We achieve signiftdamprovement (more than
20%) in word recognition accuracies without using a resgdavord list. (3) We intro-
duce a large word recognition dataset (atleast 5 timesrang@ other public datasets)
with character level annotation and benchmark it.

1 Introduction

On one extreme Optical Character Recognitioa) is considered as one of the most suc-
cessful applications of computer vision, and on the othadheaxt images taken from street
scenes, video sequences, text-captcha, and born-ditigalveb and email) images are ex-
tremely challenging to recognize. The computer vision cemity has shown a huge interest
in this problem of text understanding in recent years. lbings various sub-problems such
as text detection, isolated character recognition, woecdgaition. These sub-problems are
either looked at individuallyd, 6, 8] or jointly [ 14, 21]. Thanks to the recent work 06] 8],
text detection accuracies have significantly improved they were less successful in rec-
ognizing words. Recent works on word recogniti@B,[20, 21] have addressed this to some
extent, but in a limited setting where a list of words is po®d for each image (referred to as

(© 2012. The copyright of this document resides with its awghor
It may be distributed unchanged freely in print or electediorms.



Mishraet al.: Scene Text Recognition using Higher Order Language Priors

27 7 S M R

Figure 1: Some sample images from ther 5K-word dataset. Images in this dataset contaln
examples that have a large variety of appearances, and achmare complex than the ones
seen in typicabCRr datasets.

a small size lexicon). Such strong assumptions, althoughtéfe, are valid only for limited
applicationsg.g.recognizing a certain text in a grocery store, where a ligirotery items
can serve as a lexicon. However, the availability of sudls is not always possible, or the
word may not be part of the given list. In other words, textogagtion performance in a
general setting leaves a lot to be desired.

In this paper we rely on a large English dictionary (with ard®.5 million words, pro-
vided by authors of43]) instead of an image specific word list. We present a franmewo
that uses th@-gram information in the language to address the problenmaflissize lex-
icons. The use ofi-grams as a post-processor is not new todlo& community fL8. We
combine these useful priors into a higher order potentiatfion in a Conditional Random
Field (CrRF) [11] model defined on the image. The use of higher order potsntiat only
deals with weak character detections but also allows uscgréze non-dictionary words,
as shown in the latter sections.

Another issue with many of the previously published work8, [17, 21] is that they
were evaluated on datasets containing a few hundred womsa Eomprehensive evalua-
tion of methods, we need a large dataset with diversity. Timasintroduce a dataset with
5000 word images referred to as the 11T 5K-word dataset. ddtaset contains words from
both street scene texts and born-digital images. Note thtateatically extracting text from
born-digital images has many applications such as impraweking and retrieval of web
content, enhanced content accessibility, content filgedrg.advertisements or spam emails.
Moreover, the 11T 5K-word dataset will also be useful to kexde the performance of char-
acter detection module, as we also provide character bogrutix level annotation for this
dataset.

The main contributions of this work can be summarized as\\@ yelax the assumption
of recognizing a word with the help of small size lexicondjkepreviously published work
on this problem 13, 20, 21]. (2) We present &RF framework, which incorporates higher
order statistical language models to infer the word (Sedjo It allows us to by-pass the
use of edit distance based measur¢3) We introduce a large dataset of scene text and born-
digital images harvested from Google image search. We haaleated and benchmarked
this dataset (Sectidd). Our method achieves a significant improvement of over 20%he
11T 5K-word and other datasets.

2 TheRecognition Model

We propose aRF based model for recognizing words. Ther is defined over a set of
random variableg = {x;|i € V}, whereV = {1,2,...,n}. Each random variabbe denotes a
potential character in the word, and can take a label fronfethel setl = {l1,15,...,Ix} U€,
which is the set of English characters and digits, and a ab#élito suppress weak detections

1The edit distance between two strings is defined as the mmimumber of edits needed to transform one
string into the other. For example words ‘BMVC’ and ‘BMVA' he edit distance of one. A single edit distance
computation has time complexity 6¥(|s:1/|sz|) wheres; ands, are the length of the string. Moreover, the edit
distance based measure can not be used for the problem wderpns. out-of-vocabularyecognition.
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(similar to [13]). The most likely word represented by the set of characteis found by
minimizing the energy functiork : L" — R, corresponding to the random field. The energy
functionE(-) can be typically written as sum of potential functions:

E(x) = %l#c(xc), @

whereC represents a set of subsetd/gfi.e. cliques. Herex; is the set of random variables
included in a clique. The set of potential characters is obtained by the chardetection
step discussed in Secti@nl. The neighbourhood relations among characters, which-dete
mine the structure of the random field, are based on the spatéamgement of characters in
the word image. Details of the potentials defined on thesgiosls are given in Sectich2

2.1 Detecting Characters

The first step in our approach is to detect potential locatwircharacters in a word image.
We apply a sliding window based approach to achieve thiglir§jiwindow based detectors
have been very successful for challenging tasks, such eq§fécand pedestriani] detec-
tion. Although character detection is similar to such peois, it has its unique challenges.
Firstly, there is the issue of dealing with a large numberatégories (62 in all). Secondly,
often, parts of a character or a part of two consecutive charsare similar in appearance to
another character. We use a standard sliding window baggdagh with character aspect
ratio prior, similar to [L3]. This approach produces many potential character wingdbuts
not all of them are useful for recognizing words. Dealingwérge number of false positives
becomes challenging, especially because we use a dictitmkzarn the context. Moreover,
our objective is to recognize a word that may not be in thergdigtionary. In Sectiord
we study the trade-off between true and false positives,ianeffect on the overall word
recognition accuracy. We exhaustively evaluate the perémice of character detection on
11T 5K-word dataset with various ways of pruning weak déits.

2.2 Recognizing Words

The character detection step provides us with a large setrafows potentially containing
characters within them. Our goal is to infer the most likelyrd/from this set of characters.
We formulate this problem as that of minimizing the energyl)) where the best energy
solution represents the ground truth word we aim to find. Tiexgy function defined over
cliques of size one is referred to as a unary potential, aadahsize two is referred to as a
pairwise potential. The potentials defined over cliquesasf greater than two are commonly
known as higher order potentials.

For introducing higher order, we add an auxiliary variakgefor every cliquec € C.
This auxiliary variable takes label from a label @t In our case the extended label set
Le contains all possibla-gram combination present in the lexicons plus one, assym
modelcRrF of orderh. We define a very high cost for an auxiliary variable to takalzel
which is not present in the dictionary. Increasing the oafeéhe CrRF allows us to capture
a larger context. However, arbitrarily increasing ordeyrface a recognized word to be a
dictionary word. Since, we also aim to recognize words wiay not be in a dictionary,
we need to be mindful in choosing the order of trer. This is investigated in Sectidh

2.2.1 Graph Construction and Energy Formulation
We solve the energy minimization problem on a correspondiragph, where each ran-
dom variable is represented as a node in the graph. We begimdaeying the character
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Figure 2: The proposed graphical model. (a) Each (non-auxiliary) etakes one of the
labels from the label seflq,l,...,I} U&g, where | represents an English character or a
digit, ande¢ is a null label. The auxiliary nodes can take labels from teedf all h-grams
that are present in an English dictionary, and an additiolzddel to enforce high cost for a
h-gram that is not present in the dictionary. Labéls, L»,...,Ln} are the possible trigrams
in the dictionary whereas label,L.; represents trigrams that never occur in the dictionary.
(b) An example word image with the proposed model: Tri-grékesOPE, PEN have very
high frequency in an English dictionary (> 1500), and thug a&f low cost. Integrating
higher order information into therF results in the correct word.

windows based on their horizontal location, and add one medé for every window se-
quentially from left to right. The nodes are then connectgatiges. To enforce higher
order constraints, we add an auxiliary node for every cligisize h, whereh is the or-
der of thecrRFr. Each (non-auxiliary) node in this graph takes one labehfthe label set
L ={l3,l5,...,Ix} Ue. Note that each is an English character or digit. The cost associated
with such labeling is known as unary cost. Further, therdsis a cost associated with two
neighboring nodes taking some lahednd|; respectively, which is known as pairwise cost.
This cost is learnt from the dictionary. The auxiliary nodethe graph take labels from the
extended label sdt.. Each element of. represents one of thegrams present in the dic-
tionary and an additional label to assign constant (high) twall thoséh-grams that are not
present in the dictionary. The proposed graphical modélasva and explained in Figuta
We show acRrF of order three for clarity, but it can be extended to any owdéinout loss of
generality.

Unary Cost. The unary cost of a node taking a character label is detethiigeghesvm
confidence. The unary terg, which denotes the cost of a noxjgaking label j, is defined
as:

P =1j) =1—p(ljx), )
wherep(lj|x;) is thesvm score of character clagsfor nodex;.

Pairwise Cost. The pairwise cost of two neighboring nodgsand x; taking a pair of
character labelk andl; respectively is determined by their probability of occuce in the
dictionary as:

Wa(%,%}) = A (1= p(li; 1)), ©)

wherep(li,1;) is the joint probability of the character pajrandl; occurring together in the
dictionary. The parametey; determines the penalty for a character pair occurring in the
lexicon.



Mishraet al.: Scene Text Recognition using Higher Order Language Priors 5

Higher Order Cost. The higher order costs in tterF energy are decomposed into unary
and pairwise costs, similar to the approach described6h [For simplicity, let us assume
we use acrRF orderh = 3. Then, an auxiliary node corresponding to every cliqueizd s
3 is added to the graph, and every auxiliary node takes orteedfbels from the extended
label set_e = {Lj,L>,...Ln} ULnt1, where labeld; ... Ly represent all possible trigrams in
the dictionary. The additional labk},.; denotes all those trigrams that do not occur in the
dictionary. The unary cost for the auxiliary variable is defi as:

(4)

wi"oq:u):{ 0 ifief1,2,...n}

Aa otherwise

whereA, is a constant and penalizes all those character tripledweiménot in the dictionary.
The pairwise cost between an auxiliary nogl¢aking a labely = liljlx and left-most
non-auxiliary node in the clique;, taking a label, is given by:

0 if | =i
Wa(xi =Li,xj =) = { A otherwise ®)
a

whereA , penalizes a disagreement between the auxiliary and noifizayxodes.

Inference. After computing the unary, pairwise and higher order terms,use the se-
quential tree-reweighted message passirrygs) algorithm [LO] to minimize the energy
function. TheTrRw-s algorithm maximizes a concave lower bound on the energyedins
by considering a set of trees from the random field, and coespatobability distributions
over each tree. These distributions are then used to rettbigmessages being passed dur.
ing loopyBP [15] on each tree. The algorithm terminates when the lower baandot be
increased further, or the maximum number of iterations bastred.

In summary, given an image containing a word, we: (i) deteetdossible characters in
it; (i) define a random field over these characters; (iii) pate the language based priors;
and (iv) infer the most likely word.

3 Experiments

In what follows, we present a detailed evaluation of our rodth/\Ve evaluate various com-
ponents of the proposed approach to justify our choices. ®@pare our results with the
best performing method4 3, 20, 21] for the word recognition task.

3.1 Datasets

We used the public datasets Street View Texxt1) [20] and theicDAR 2003 robust word
recognition ] to evaluate the performance of our method. We also intreduarge dataset
containing scene text images and born-digital images, saldi&te the performance of the
proposed method.

SVT and ICDAR 2003. The Street View TextgvT) dataset contains images taken from
Google Street View. Since, in our work, we focus on the worbgmition task, we used
thesvT-woORD dataset, which contains 647 word images. SimilaPtfj,[we ignored words
with less than two characters or with non-alphanumeric attars, which results in 829
words overall. We also evaluated using the ICDAR 2003 wombgeition dataset?].
Additionally, a lexicon of about 50 words is provided withckamage as part of both these
datasets by the authors &f1].
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Training Set Testing Set
Easy | Hard | Total | Easy | Hard | Total
Number of word images 658 1342 | 2000 | 734 | 2266 | 3000

ABBYY9.0 (without binarization)| 44.98| 16.57 | 20.25| 44.96| 5.00 | 14.60
ABBYY9.0 (with binarization) 43.74| 24.37| 30.74| 42.51| 18.45| 24.33

Table 1:ThelllIT 5K-word dataset contains a few easy and many hard images.réoog-
nition accuracy of the state-of-the-art commerci@r ABBY'Y 9.0 (especially for the hard
category word images) shows that the new dataset is veryectgaihg. We also observe that
binarization techniques likelP] improve overall ABBYY recognition accuracy significantly
However, a study of binarization is not in the scope of thigkwo

3.1.1 11T 5K-Word Dataset

We introduce the 11T 5K-word Datasgtwhich contains both scene text and born-digital
images (a category which recently gained interestcibAR 2011 competitions). Born-
digital images are inherently low-resolution (made to besmitted on-line and displayed on
a screen) and have variety of font sizes and styles. On tleg b&nd, scene texts are already
considered to be challenging for recognition due to thegres of varying illuminations,
projective distortions. This dataset is not only much latban public datasets likevT and
ICDAR 2003 but also more challenging.

Data collection and Image Annotation. All the images were harvested from Google im-
age search. Query words like billboards, signboard, housebers, house name plates,
movie posters were used to collect images. Words in images manually annotated with
bounding boxes and corresponding ground truth words. Tavsnize, the robust reading
dataset contains total 1120 images and total 5000 wordspl¥ére data into a training set
of 380 images and 2000 words, and a testing set of 740 image3000 words. We further
divided the words in the training and testing sets iatsyand hard categories based on
their visual appearance. Tallalescribes these splits in detail. Furthermore, to evalhate
modules like character detection and recognition we pegithotated character bounding
boxes.

3.2 Detection

We applied the sliding window based detection scheme de=tin Sectior?.1. We com-
puted denselOG features with a cell size of 4 4 using 10 bins, after resizing each image
to a 22x 20 window. A 1l-vs-allsvMm classifier with arRBF kernel was learnt using these
features. We used theDAR 2003 train-set to train thevm classifiers with the.iBsvm
package 4]. We varied the classification scdréhreshold and obtained the correspond-
ing overall word recognition accuracy. We used classificaicore thresholdg = 0.08,

7, = 0.1 andr3 = 0.12 in our experiments. We computed the word recognition r@ayufor
these detections and observed that the threshhgddoduces the best results. Thus, we chose
7, = 0.1 as the threshold for detecting a window as potential chardacation for rest of
the experiments. The Precision-Recall curve and charadser detection performance for
the threshold, are shown in Figur&. Note that we compute the intersection over union
measure of a detected window compared to the ground trutflasito PASCAL vOC[9], to
evaluate the detection performance.

2available at: http://cvit.iiit.ac.in/projects/Scenafénderstanding/
3SVM classification results probability score of predictéass, we call this a classification score
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Figure 3:(a) Precision-Recall curves for character detection on ith& 5K-word dataset.
Classification score thresholds, 7o and 13 achieve recall of around 89%, 78%, and 48%
respectively, but the threshotd results in best overall word recognition accuracy. (b) Char
acter detection performance of detection with the threglipshowing character wise aver-
age precision.

CRF order| 2 3 4 5 6
Accuracy | 29.10| 42.40| 44.30| 39.20| 33.20
Table 2:The effect of changing the order of theron thellIT 5K-word dataset. We observe
that the accuracy increases with the order upto a certaimpaind then falls.

3.3 Recognition

In this section, we provide details of our experimental gellfe used the detections obtained
from the sliding window procedure to build tle&RF model as discussed in Sectigr?. We
add one node for every detection window, and connect it terotvindows based on its
spatial distance and overlap. Two nodes spatially distam feach other are not connected
directly. The unary cost of taking a character label is deteed by thesvm confidence, and
the pairwise and higher order priors are computed from ardigindictionary.
Pairwise. We compute the joint probabilitiy(l;, ;) for character pair andl; occurring
in the dictionary. We compute position-specific probaieisif similar to [L3], and choose the
lexicon based penaltyy = 2 in equation ).
Higher Order. The higher order cost is decomposed into the unary cost oligitiaay
node taking some label and the pairwise cost between ayxéizd non-auxiliary nodes. To
determine all possible labels for an auxiliary node, we cot@probability of allh-grams
in the dictionary. The unary cost of an auxiliary variablkitg a label is - P(L;), where
P(Li) is the probability of thén-gramL; occurring in the dictionary. We choose the penalty
Aa = 2 in equation 4) and the penaltyy = 1 in equation %) respectively. The unary and
pairwise costs supporting(null) labels are defined similar ta.§].

Once the energy is formulated, we used tirev-s algorithm [L(] to find the minimum
of the energy. In this section, we study the effect of chaggirecrRF order and lexicon size
on the overall accuracy.
CRF order. We varied the order of therF from 2 to 6. Table2 shows the recognition
accuracy on 1T 5K-word dataset with these orders. We oleskthat order = 4 gives the
best accuracy for the 11T 5K-word dataset. The result isswprising because increasing
CRF order forces a recognized word to be a dictionary word whaalses poor recognition
performance for non-dictionary words.
Lexicon size and edit distance. We conducted experiments by computing priors on vary
ing lexicon sizes. We report accuracies based on corregtitthnand without edit distance.
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Datasets Pairwise Higher-order
Small | Medium | Large | Small | Medium | Large
With Edit distance based correction

SVT 73.26 | 66.30 34.93| 73.57 | 66.3 35.08
ICDAR | 81.78| 67.79 50.18 | 80.28 | 67.79 51.02
5K-word | 66 57.5 24.25| 68.25| 55.50 28
Without Edit distance based correction
SVT 62.28 | 55.50 23.49 | 68.00| 57.03 49.46
ICDAR | 69.90 | 60 45 72.01| 61 57.92
5K-word | 55.50 | 51.25 20.25| 64.10 | 53.16 44.30

Table 3: The performance of the recognition system with priors caegbfrom lexicons
of varying sizes. We observe that the effect of correctidh minimum edit distance(ED)
based measure (a recognized word is compared with lexicadsaaand is replaced with a
word with minimum edit distance) becomes insignificant wtherlexicon size is large. We
also see a clear gain in accuracy (around 25%, 12% and 22% oh 8YDAR andIlIT
5K-word respectively) with the higher orderRFwhen a large lexicon is used to compute the
priors.

The small size lexicon contains a list of 50 words, mediura &zicon contains 1000 words
and the large size lexicon (from the authors 28]) contains 0.5 million words. Note that
the small and medium size lexicons contain the ground truttde; whereas the large size
lexicon does not necessarily contain ground truth wordsuRe based on varying size of
lexicons are summarized in Tabde We observe that higher orderF captures the larger
context and is more powerful than pairwiser. Moreover, as the lexicon size increases the
minimum edit distance based corrections are not reallyfbkelpet us consider an example
from Table5 to understand the need for avoiding edit distance baseéaan. The pair-
wise energy function recognizes the word BEER as BEEI. If gethe edit distance based
correction here, we may obtain a word BEE (at edit distanceHdwever, the proposed
method uses better context and thus allows us to by-pasdistdihce based correction.

We compared the proposed method with recent works and tieeaftahe-art commercial
OCR, under experimental settings identical &d]. These results are summarized in Tadle
We note that the proposed method outperforms the previsudtse The gain in accuracy is
significant when the lexicon size increases, and is over 208te that when the lexicon size
increases, minimum edit distance based measures becoigwificant as can be observed
in Table4, however our method by-passes the use of edit distance lhyigxg context from
the English language.

Figure5 shows the qualitative performance of the proposed methaghople images.
Here, the higher ordezRF outperforms the unary and pairwisers. This is intuitive due to
the better expressiveness of higher order potentials. derewe are also able to recognize
non-dictionary word such as SRISHTI which is a common sowgladword (shown in the
last row).

3.4 Discussions

Although our method appears similar to3], we differ from it in many aspects as detailed
below. We address a more general problem of scene text riticogne. recognizing a word
without relying on a small size lexicon. Note that recentkeofl3, 20, 21] on scene text
recognition, recognize a word with the help of an image-gjpesmall size lexicon (around
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Methods SVT-WORD ICDAR 5K-word
Small | Large | Small | Large | Small | Large
PLEX [2]] 56 - 72 - - -
ABBYY9.0*[1] 32 - 52 - 24.33 | -
Pairwise CRF 13](without ED) | 62.28 | 23.49 | 69.90 | 45 55.50 | 20.25
Proposed(without ED) 68 49.46 | 72.01 | 57.92 | 64.10 | 44.30

Table 4: Comparison with the most recent methods§,[21]. Small size lexicon contains
50 words for each image whereas the large size lexicon hamlibn words. We observe
that the proposed method outperforms all the recently ghklil works. Note that we use
lexicons only to compute the priors, minimum edit distargm® pased corrections are not
used in this experiment. The proposed method works wellwekien a restricted small size
lexicon is unavailable. We used the original implementatié our previous work 13] to
obtain results onll T 5K-word dataset. ABBYY 9.0uses its own lexicons, so the accuracies
reported here are not based on the external lexicons we wsedrpute the priors for the
proposed method.

Test Image Unary Pairwise  Higher order(=4)

YOUK  YOUK YOUR

WILIOHT TWILIOHT TWILIGHT

ht
RESTST BGERENNE RESIST

—
BBBI“ BEEL BEEI BEER
m‘lﬁ SRISNTI  SRISNTI SRISHTI

Table 5:Sample results of the proposed higher order model. Charaitaed represent in-
correct recognition. The unary term alone, i.e. thew classifier, yields very poor accuracy,
and adding pairwise terms improves it. However, due to tmédid expressiveness, they do
not correct all the errors. On the other hand, higher ordetgrttials capture larger context
from the English language, which provides us better recimmi Note that we are also able
to recognize non-dictionary words (last row) and non-honital image (third row) with our
approach. Although, our method is less successful in the okarbitrarily oriented word
images — mainly due to poor detection. (Best viewed in cdlour

50 words per image). Our method computes the prior from andigndictionary and by-
passes the use of edit distance based measures. In factseveeabgnize words missing
from the given dictionary. One of the main reasons for therowpments we achieve is
the use oh-grams present in the English language. Our method outmesffi 3] not only

on the (smallersvT andICDAR 2003 datasets, but also on the 11T 5K-Word dataset. W
achieve a significant improvement of around 25%, 12% and 22%va, ICDAR 2003, and
11T 5K-word datasets respectively.

Comparison with other related works.  Scene text recognition is being explored by many
works [5, 23], but they tend to rely on a fairly accurate segmentatioplyapost-processing
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to improve recognition performance, or focus on small tiadal ocr-style data with re-
stricted fonts and clean background. Our approach joinfigrs the detections representing
characters and the word they form as a whole, and show resuléslarge dataset with a
wide variety of variations in terms of fonts, style, viewhpip background and contrast. The
closest work to ours in term of joint inferencing 8. However, it is not clear, that it can
handle the challenges in the recent real world datasets.

4 Conclusions

In summary, we proposed a powerful method to recognize sste The proposedrRF
model infers the location of true characters and the word afa@le. We evaluated our
method on publicly available datasets and a large datasetlirced by us. The beauty of
the method is that it computes the priors from an Englishiahieiry, and it by-passes the use
of edit distance based measures. We are also able to reeaywiard that is not a part of the
dictionary.
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